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Purpose: To obtain the absolute dose–rate distribution in liquid water for all six cup-shaped Leipzig applicators
by means of an experimentally validated Monte Carlo (MC) code. These six applicators were used in high-dose-
rate (HDR) afterloaders with the “classic” and v2 192Ir sources. The applicators have an inner diameter of 1, 2,
and 3 cm, with the source traveling parallel or perpendicular to the contact surface.
Methods and Materials: The MC GEANT4 code was used to obtain the dose–rate distribution in liquid water
for the six applicators and the two HDR source models. To normalize the applicator output factors, a MC
simulation for the “classic” and v2 sources in air was performed to estimate the air-kerma strength. To
validate this specific application and to guarantee that realistic source-applicator geometry was considered,
an experimental verification procedure was implemented in this study, in accordance with the TG43U1
recommendations. Thermolumniscent dosimeter chips and a parallel plate ionization chamber in a polym-
ethyl methacrylate (PMMA) phantom were used to verify the MC results for the six applicators in a
microSelectronHDR afterloader with the “classic” source. Dose–rate distributions dependence on phantom
size has been evaluated using two different phantom sizes.
Results: Percentage depth dose and off-axis profiles were obtained normalized at a depth of 3 mm along the
central axis for both phantom sizes. A table of output factors, normalized to 1 U of source kerma strength
at this depth, is presented. The dose measured in the PMMA phantom agrees within experimental
uncertainties with the dose obtained by the MC GEANT4 code calculations. The phantom size influence on
dose–rate distributions becomes significant at depths greater than 5 cm.
Conclusions: MC-detailed simulation was performed for the Nucletron Leipzig HDR applicators. The matrix
data obtained, with a grid separation of 0.5 mm, can be used to build a dataset in a convenient format to model
these distributions for routine use with a brachytherapy treatment planning system. © 2005 Elsevier Inc.
HDR, Dosimetry, Leipzig applicators, Monte Carlo, Brachytherapy.
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INTRODUCTION

n recent years, there has been a significant increase in the use
f high-dose-rate (HDR) afterloader machines because of the
hangeover from traditional 137Cs/192Ir low-dose-rate brachy-
herapy. In addition, the use of orthovoltage X-ray machines
or treatment of small superficial targets has decreased to
inimum levels, mainly because of a lack of technical support

nd advancements in other systems, although recently, some
anufacturers have begun to produce machines that incorpo-

ate the latest technology. As a result, small superficial malig-
ancies are usually treated with megavoltage electron beams
n linacs. In most cases, they are difficult to treat because of
he small size and shallow depth of the tumor, requiring bolus

Reprint requests to Facundo Ballester, Ph.D., Department of
tomic, Molecular, and Nuclear Physics. University of Valencia, C/
r. Moliner 50, E-46100 Burjassot, Spain; Tel: (�34) 96354-4216;
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ources and applicators. D.G. was funded by a V-Segles grant from A
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n a critical setup, in addition to specific dosimetric measure-
ents because the percentage depth dose changes drastically
ith field sizes smaller than the practical range. An alternative

reatment for these small surface lesions is the use of Leipzig
pplicators as accessories for the microSelectronHDR system
Nucletron, Veenendaal, The Netherlands) (1–3). These cup-
haped applicators limit the irradiation to the required area
sing tungsten shielding, allowing the treatment of skin tu-
ors, the oral cavity, and vaginal cuff, for example. A set of

ix applicators is commercially available, with inner diameters
f 1, 2, and 3 cm, in which the source has either a parallel or
erpendicular orientation with respect to the treatment surface.
he applicators are provided with a protective plastic cap, in

he University of Valencia. This study was supported in part by
he Generalitat Valenciana (projects No. GV04B-212 and No.
RUPOS04/19). The authors acknowledge Clinica Benidorm for

ts research support.
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ontact with the surface of the skin, to reduce the surface dose
rom electron contamination in the walls (4). As pointed out by
vans et al. (4), lesions should be less than 25 mm in diameter,
ith a smooth surface, and located in a region where contact
ith the entire applicator surface is possible.
Because of the scatter in the applicator wall and the air

avity between source and skin, the dose–rate distributions
re different from those assumed by a treatment planning
ystem for dosimetry calculations, where calculations are
ade with a free HDR source in an unbounded water

hantom. Evans et al. (4) have measured the surface dose
ate and percentage depth doses using a parallel-plate cham-
er in a polystyrene phantom and off-axis ratios with a
iode in water and with film in a phantom. Hwang et al. (2)
ave measured output dose rates using a parallel-plate
hamber at a depth of 3 mm in a polystyrene phantom and
he percentage depth dose and off-axis distribution with a
-type diode in a water phantom.
The Monte Carlo (MC) method has been used frequently

or brachytherapy dosimetric studies because of the advan-
ages it presents with respect to experimental dosimetry as
tated by TG43U1 (5). These include independence from
etector positioning and response artifacts, smaller esti-
ated uncertainty, and estimation of dose rate at longer and

horter distances. Its accuracy is mainly limited by geomet-
ic and elementary particle cross-section uncertainties, so
he TG43U1 recommends a confirmation of MC results by
xperimental studies.

The purpose of this study is to obtain the absolute dose
ate distributions in liquid water for the whole set of appli-
ators using both source models in the microSelectronHDR
fterloaders. This is done by means of an experimentally
alidated MC method. The data obtained are used to gen-
rate a dataset in a convenient format to allow the modeling
f these distributions in a treatment planning system.

METHODS AND MATERIALS

eipzig applicators and HDR sources
There are six applicators with inner diameters of 1, 2, and 3 cm.

hree of them use a source moving parallel to the treatment
urface (H1, H2, and H3), whereas the remaining three use a
ource that moves perpendicularly to the treatment surface (V1,
2, and V3). They are each provided with a protective plastic cap
-mm thick that is in contact with the surface of the skin.
There are two available source models that can be used with the
icroSelectronHDR in which the Leipzig applicators are incorpo-

ated: the “classic” source and the new v2 source, with an external
iameter of 1.1 and 0.9 mm, respectively. The geometry and materials
f the applicators and the sources have been fully included in the MC
imulation using the technical data provided by the manufacturer (Fig.
) and a photograph of the horizontal and vertical 3-cm diameter
eipzig applicators (H3 and V3) is shown in Fig. 2.

C study of sources and applicators
The MC method was used to obtain the air-kerma strength and

he dose rate in water around the sources being studied. The 4.6.0
ersion of the MC GEANT4 (6) code was used in this study. This

ode and the complete process involved in analyzing the data have p
een described in more detail in previous articles (7–9). Compton
cattering and the photoelectric effect from the standard electro-
agnetic package, as well as Rayleigh scattering from the low-

nergy package of GEANT4, were used. The cutoff energy was 10
eV for photons.
The reference system used in this study is shown in Fig. 1, with

he origin at the intersection of the applicator axis and the contact
urface. The x and y axis are parallel to the surface and the positive
axis is directed toward the phantom. In all simulations, kerma
as scored instead of dose because, at the 192Ir energy, kerma

pproximates dose for distances greater than 1 mm from the source
10, 11). The linear track-length kerma estimator (12) was used to
btain kerma.
Air-kerma strength for the 192Ir sources. To estimate the air-

erma strength for the “classic” and v2 sources, they were located
n a 4 � 4 � 4 m3 dry air volume using cylindrical ring cells, 1-cm
hick and 1-cm high, located along the transverse source axis. The
ir-kerma was scored from r � 5 cm to r � 150 cm, where r is the
istance to the source along the transverse axis, using the linear
rack-length kerma estimator (12). The methodology used to cal-
ulate the air-kerma strength has been the same one used in

ig. 1. Schematic view of a Leipzig horizontal-type applicator
bottom) and a vertical-type applicator (top). In vertical-type
pplicators, the source transportation tube is perpendicular to
he treatment surface; the horizontal-type applicator is parallel to
he treatment surface, but the source center for both orientations is
he same. The coordinates system used is also shown.
revious studies by our group (7–9). Up to 108 photon histories
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581A dosimetric study of Leipzig applicators ● J. PÉREZ-CALATAYUD et al.
ere simulated for each source to obtain air-kerma strength with a
tandard deviation (k � 1) of k̇air(y) of less than 0.5%.

Dose–rate distributions of sources free in water. An MC study
or both sources free in water was done to compare the dose–rate
istribution with previously published results (13, 14) to validate
he user algorithm implemented for this MC application. The
ources were located in the center of a spherical water phantom
ith a 15-cm radius—the same phantom as that used in previous

tudies (13, 14). A 400 � 800 grid system, composed of 0.05-cm
hick and 0.05-cm high cylindrical rings concentric to the longi-
udinal source axis, was used to score the dose rate in the form of
long and away tables. For these cell sizes, the error introduced by
veraging dose over the cell is negligible (11). For each source, 2

108 histories were simulated obtaining standard deviations (k �
) of the mean dose rate values of less than 0.5%.
Applicator dose–rate distributions in water. The grid system

pecified in the previous section to score kerma was used to obtain
he applicator dose–rate distribution. The three applicators, with
he source traveling perpendicular to the contact surface (V1, V2,
nd V3), present cylindrical symmetry along the axial axis. The
pplicators with the source traveling parallel to the contact surface
H1, H2, and H3) do not present cylindrical symmetry. However,
he dose–rate distributions delivered by these applicators closely
pproximate to cylindrical symmetry with respect to z axis. There-
ore, if we also take into account that controlling source-guide
rientation is not possible in clinical routine, cylindrical symmetry
as been assumed. The MC dose rate distributions D(y, z) were
btained for the six applicators as follows.
Applicators were placed in contact with a cylindrical liquid

ater phantom to represent a typical clinical situation. To evaluate
he phantom size influence on the dose–rate distribution, two
hantom sizes have been considered: a 10-cm high cylinder with a
0-cm diameter and, another, 20-cm high with a 20-cm diameter.
or all six applicators, simulations with both sources (“classic” and
2) have been done. For each applicator, 1 � 109 photon histories
ere simulated obtaining standard deviations (k � 1) of the mean
ose rate values of less than 0.5%.

xperimental verification of MC application
The MC GEANT4 code (6) is suitable for use in brachytherapy

ig. 2. Photograph of the vertical (left) and horizontal (right) 3 cm
n diameter Leipzig applicators (H3 and V3).
pplications (7–9, 15). However, to validate this specific applica- e
ion and to guarantee that realistic source-applicator geometry has
een considered, an experimental verification procedure was in-
luded in this study, in accordance with the TG43U1 (5) recom-
endations. Thermoluminiscent dosimeters (TLD) of the type
LD-100 and a parallel-plate ionization chamber were used in a
olymethyl methacrylate (PMMA) phantom composed of attached
labs with a total size of 20 � 20 � 6.5 cm3. Irradiations were
erformed using an afterloader with a “classic” HDR source. The
ir-kerma strength Sk was measured using a specific insert inside
he well chamber HDR-1000 (Standard Imaging Inc., Middleton,

I) with an electrometer: Max-4000 (Standard Imaging), cali-
rated at Accredited Dosimetry Calibration Laboratory (ADCL)
isconsin traceable to National Institute of Standards and Tech-

ology (NIST).
To compare experimental results with those obtained by the
C method, a MC study of the “classic” HDR source and

pplicators in the PMMA phantom was carried out. For this
imulation, the same electromagnetic processes and the same
utoff energy and grid system as described previously were
onsidered. Up to 2 � 108 histories were simulated obtaining
tandard deviations (k � 1) of the mean dose–rate values of less
han 1%. The MC results were integrated to match the detector
olumes.
Thermoluminescent dosimeter measurements. The TLD system

sed here consists of a Harshaw 6600 TLD reader, together with
arshaw XD-100 extremity (EXT-RAD) dosimeters. The reader

mploys a hot gas heating technique. Optimum heating cycle
arameters were determined as follows: preheat temperature,
60°C; preheat time, 9 s; temperature rate, 12°C/s; maximum
emperature, 300°C; acquire time, 30 s; anneal temperature,
00°C; and anneal time, 33 s. After readout, dosimeters were kept
t room temperature for 2 h followed by heating at 80°C for 18 h.

The thermoluminescent elements are LiF:Mg,Ti (TLD-100) hot
ressed chips, with an area of 3 � 3 mm2 and a thickness of 100
g/cm2 (0.38 mm). The chip is hermetically bonded to a substrate,

o which a unique barcode label is attached for identification
urposes.
The reader calibration was done using dosimeters chosen at

andom from the same batch. Those dosimeters were irradiated at
0Co energies and known doses around 500 mGy. Calibration
osimeters were read and annealed together with the rest of the
atch. The response of individual dosimeters was corrected for
ifferences in their relative sensitivity, using an element correction
actor determined by previous measurements of the whole batch to
common dose.
For each of the six applicators, dosimeters were irradiated at

entral axis depths of 3.3, 5.85, 8.6, and 11.25 mm with one
osimeter at each depth. This procedure was repeated seven times
o evaluate the uncertainties at each measurement point. The doses
o the dosimeters range from 10 to 32 cGy for an irradiation time
f 17 s. The transit source dose was evaluated measuring the dose
t fixed point with the ionization chamber (described in the fol-
owing section) for various dwell times obtaining that the transit
ose is negligible. The length parameter (the distance from the
ource to the indexer of the microSelectron-HDR) used was 815
m (16).
To correct the experimental TLD readings for the overresponse

f TLD at low energies, the energy spectrum in the PMMA
hantom was estimated by means of the MC method. With the
nergy spectrum obtained at each dosimeter position and the
LD-100 dependence with energy data, provided by Pradhan et al.

17), correction factors from energy dependence of the LiF dosim-

ters were calculated. This reading correction factor is only about
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.5% in relation to the reading given by the dosimeters calibrated
n 60Co.

Ionization chamber measurements. In addition to TLD verifica-
ion, measurements with an ionization chamber were done at a
epth of 3 mm in the PMMA phantom. The chamber used was a
.055 cm3 Markus parallel-plate ionization chamber (PTW
reiburg), whose active volume is a cylinder 2.7 mm in radius and
mm in height. The charge was integrated in an electrometer:
osimentor DL4/DI4. The effective measurement point of the

hamber is at the inner side of the front wall with a thickness of
.87 mm, equivalent to 1 mm in water (18). To compare this with
C results, a cylindrical cell with the active chamber dimensions
as used to score the dose. Cross-calibration of the chamber was
one with a cobalt unit. No energy correction was applied (4).

RESULTS AND DISCUSSION

ir-kerma strength for the 192Ir sources
The air-kerma strength found for these sources are (9.86
0.03) � 10–8 U/Bq for the “classic” source and (9.81 �

.03) � 10–8 U/Bq for the v2 source. These values have
een compared with those obtained by Borg and Rogers
19) and the differences are 0.7% and 0.8% for the “classic”
nd v2 sources, respectively.

C dose–rate distributions in liquid water
The MC calculations for both sources free in a liquid

ater medium have been compared with well-established
ublished references—MC calculations made by Williamson
nd Li (13) for the “classic” source and Daskalov et al. (14,
0) for the v2 source—showing very good agreement (dif-
erences of less than 1% at almost all points). This result
nsures that the MC algorithm implemented in the present
pplication is correct.

Monte Carlo simulations in a liquid water medium
ave been performed for the six applicators with the two
ifferent source models available for the microSelectron-
DR, using two representative phantom sizes. Figure 3

hows the phantom size influence (obtained using a
0-cm high cylinder with a 10-cm diameter and, another,

ig. 3. Ratio between the dose rates along central axis obtained
ith 20 cm and 10 cm phantom sizes for the H1, H2, and H3
Ipplicators.
0-cm high with a 20-cm diameter) on dose–rate distri-
utions for H1, H2, and H3 central axis applicators. It can
e seen that the differences are only significant beyond a
epth of 5 cm, increasing in accordance with the appli-
ator diameter, as was expected. Therefore, a 20-cm high
ylinder with a diameter of 20 cm was selected as the
ypical phantom to calculate dose–rate distributions of
he whole set of applicators.

In Fig. 4, isodose values normalized to the dose at a depth
f 0.3 cm are shown for the six applicators and the v2
ource, for which numerical data are included (supplemen-
ary material can be found at http://www.uv.es/braphyqs).

ig. 4. Relative isodose lines normalized to the dose at a depth of
.3 cm in the central axis for the horizontal-type (H1, H2, and H3)
right) and vertical-type (V1, V2, and V3) (left) applicators with
iameter 1, 2, and 3 cm, respectively, and the v2 source. These are
btained by Monte Carlo calculation for a cylindrical water phan-
om 20 cm in diameter and 20 cm in height. The isodose curves are
20, 110, 100, 90, 80, 70, 60, 50, 40, 30, 20, 15, and 10%.
n Fig. 5, the absolute dose rate per unit kerma strength for

http://www.uv.es/braphyqs
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583A dosimetric study of Leipzig applicators ● J. PÉREZ-CALATAYUD et al.
he six applicators in the parallel (H1, H2, and H3) and the
erpendicular (V1, V2, and V3) configuration, with geo-
etrical dependence removed, are presented for the v2

ource. It can be seen that when the applicator diameter
ecreases, the dose near the applicator surface increases
ecause of wall scatter, whereas at larger depths, it de-
reases because of the reduction of scatter in water. In Table
, output factors for the six applicators are presented. These
utput factors are defined as the dose in cGyh–1U–1 in the
entral axis of the applicator at a depth of 0.3 cm. The
omparison of the dose–rate distributions obtained with
MMA and liquid water shows that the output factor
hanges by about 3%.

The dose–distribution differences between the “classic”
nd the v2 source are less than 1.5% for the V-type appli-
ators and less than 0.5% for the H-type applicators.

xperimental validation of the GEANT4 code simulation
Figure 6 shows the dose calculated by means of MC and

he dose experimentally measured for validation using TLD
osimeters and a parallel plate chamber at different points
long the applicator axis. All of them were obtained for a 20

20 � 6.5 cm3 PMMA phantom. The experimentally
btained dose in the PMMA phantom is in good agreement
ith the dose obtained by means of the MC GEANT4 code

alculations. Thus it can be concluded that GEANT4 is
alidated for this application and that the geometrical design
sed to describe the Leipzig applicators is suitable.

ig. 5. Dose rate along the applicator central axis for the six
pplicators with the geometrical dependence (z � 1.6) removed
1.6 cm is the distance from the source center to the skin surface).

Table 1. Output factors, per unit kerma strength, for the six
applicators and the v2 source at 3-mm depth on the applicator

central axis

Dose at 3-mm depth cGy/(h–1U–1)

1 0.325
2 0.320
3 0.318
1 0.208
2 0.204
w3 0.202
The systematic uncertainties of the TLD measurements
ere estimated assuming an uncertainty of a 2.3% for the

alibration of TLD dosimeters with 60Co and an uncertainty of
% for the measurement of air-kerma strength with a well
hamber. The uncertainties caused by inaccuracy in the posi-
ioning of the HDR source in the applicator were estimated at
–5%. These estimations were made with the aid of MC
alculations. The statistical uncertainties from successive mea-
urements with TLD are 3–6%. The quadrature sum of all of
hese uncertainties gives a global uncertainty of 6–8%.

omparison of dose–rate distributions with other studies
n the literature

It is difficult to compare the results of the present study

ig. 6. Comparison of Monte Carlo calculations (full lines), (full
ircles), thermoluminescent dosimeter and parallel plate ionization
hamber (diamond) dose–rate results along the central axis, all of
hem obtained for a 20 � 20 � 6.5 cm3 polymethyl methacrylate
hantom.
ith those of Evans et al. (4) and Huang et al. (2), because
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hey do not present details of uncertainties and agreement
etween the measurements performed with the different
etectors, nor do they gave numerical values of their dose–
ate distributions that could be used in clinical practice.
oth cited studies conclude that the percentage depth dose
long the central axis is nearly the same for all six applica-
ors. However, the results presented in this study indicate
reater differences between the percentage depth dose of the
ix applicators than reported by Evans et al. and Huang et al.,
s can be seen in Fig. 5. These differences reach as high as 5%
t z � 1 and 20% at z � 5.

The comparison of output factors with previous studies
as been done in a relative rather than absolute way. This is
ecause the output factors presented by Evans et al. are
ormalized to the H3 applicator and those given by Huang
t al. are relative to the dose delivered by a 192Ir source at
he same distance as a Leipzig applicator in a solid phantom.
n the latter case, the setup is not clearly defined. With this
estriction in mind, the comparison with the previously
ublished results shows good agreement (1%) for the H-
ype applicators, but differences of about 25% for the V-
ype, in which the positioning of the source significantly
ffects results (about 10% for each mm). As the manufac-
urer recommends, output dose measurements for the V-
ype applicator should be performed before use, because the
abrication tolerance when inserting the tube inside the
ungsten cap directly affects the source-surface distance,

hich in turn influences output. t
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